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Refinement of an atomic model is the optimization step that makes the model accurate

enough for its structural interpretation. As for any optimization problem, the choice of

the target is one of three key decisions to take (two others are the model para-

meterization and optimization method).

From the early days (Hughes, 1941) a straightforward choice was minimizing the least-

squares (LS) discrepancy between the experimental structure-factor amplitudes

Fobs
hkl

� �
; hklð Þ 2 S, and the corresponding values Fcalc

hkl

� �
calculated from the atomic

model, where S is the complete set of diffraction data. However, macromolecular models

may contain errors that cannot be corrected by any choice of parameter values; one

example is atoms missing from the model, which is always the case for macromolecules.

LS-based refinement of incomplete models may make them worse.

The errors that cannot be removed by changing model parameters can be accounted

for statistically. This comes down to the question: how large is the probability (statistical

likelihood) to obtain calculated amplitudes equal to the observed ones after necessary

corrections are made randomly, for example after the model has been completed

randomly with ‘atoms’ to compensate for the missing ones? In crystallographic refine-

ment, the likelihood is usually approximated by the product of probabilities corre-

sponding to individual structure factors, implying their independence. Defining the

maximum-likelihood (ML) target as a negative logarithm of the likelihood, results in a

sum over reflections where each term is expressed through the corresponding Fobs
hkl , Fcalc

hkl

and two parameters, �hkl and �hkl (or a single parameter �A, hkl) that reflect model errors.

For the purpose of refinement one needs first to obtain the shape of the ML target, i.e. to

find the parameter values that define the target, and then search for a better model that

minimizes this target.

The values of the parameters �hkl, �hkl , or �A, hkl may be assumed to be the same for

reflections in thin resolution shells and can be obtained from comparison of Fobs
hkl

� �
with

Fcalc
hkl

� �
corresponding to the available model. This approach gives accurate parameter

estimates for models that have never been refined but not for those refined previously.

The reason for this is that structure factors Fcalc
hkl

� �
are calculated through atomic para-

meters, refinement of which against the full set of structure-factor amplitudes makes the

calculated structure factors in this data set S mutually dependent.

A solution was to estimate �hkl, �hkl, or �A, hkl, using Fcalc
hkl

� �
from a subset of diffraction

data excluded from refinement (Lunin & Skovoroda, 1995; Pannu & Read, 1996;

Murshudov et al., 1997). The original goal to split the whole data set into work and test

subsets (Brünger, 1992) was to use the former for refinement and the latter only for

model validation. The test subset Stest � S usually contains reflections chosen randomly

and uniformly in space, 5–10% of the total set, and the crystallographic R factor calcu-

lated over Stest is called Rfree factor. Structure factors that belong to Stest, even when

calculated from the same model, are much more statistically independent than those in

Swork. Their quasi-independence allows them to be used to better estimate ML-target

parameters, a goal that has nothing to do with the original goal of validation.

Pražnikar & Turk (2014) started their article from examples showing that, if a relatively

small test set is used, the estimates of �hkl and �hkl may depend on the particular choice of

test set reflections and thus make the corresponding refinement unstable. The problem

becomes even more important at low resolution where the total number of reflections

may be insufficient to extract a representative test data set. This gives rise to the question

of how to estimate the ML parameters other than by using the ‘free’ reflections.

Pražnikar & Turk (2014) suggest an answer to this question. To estimate these para-

meters, one needs a never-refined model so that all structure factors calculated from it are
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statistically independent. To obtain an approximation to such

a model the authors use the tool that they developed

previously to improve crystallographic maps, namely model

kicking (Pražnikar et al., 2009). A kicked model is obtained

from the initial one by a random shaking (‘kicking’) of atomic

positions. The kicked model is worse than the initial one but

this is not important because it is used only to estimate the

statistical parameters describing the ML target while the

refinement is done using the initial unkicked model (Fig. 1).

The delicate question is the size of the kick: too small differ-

ences between the kicked and the initial models leave struc-

ture factors mutually dependent, whereas too large differences

will result in accurate estimates – but for a model irrelevant to

the unkicked one, making these estimates useless. The

examples given in the article show that finding a good balance

is possible, which proves the feasibility of this approach;

obviously further studies with data at higher or lower reso-

lutions, with less complete models or with other kinds of

model imperfections are required.

Now the two goals above can be separated: model valida-

tion can be done, as previously, using the test set Stest while

estimating the statistical parameters may be done using any

data set representative enough. If reflections from Stest are left

out to remove the bias from model validation, then, for

example, Swork can be taken as such a representative set: being

much larger than Stest it assures accurate estimates of the

statistical parameters, making the ML-refinement protocol

robust and the results superior to those from the previous

protocols as the authors show. In this sense, the current idea by

Pražnikar & Turk presents a significant methodological step

forward.

In fact their idea has consequences going much further.

Excluding a part of the reflections from refinement means a

loss of experimental information. Moreover, Stest reflections

have to be excluded not only from refinement but also, in

principle, from the calculation of the Fourier maps used for

model rebuilding; these corrupted maps may be another

source of eventual model error (or of a bias in Rfree if reflec-

tions are not excluded). Pražnikar & Turk claim that further

development of alternative validation techniques will even-

tually make calculation of Rfree unnecessary, being substituted

by other approaches. This would mean the possibility of

refinement against a full set of collected structure-factor

amplitudes using the accurate and robust ML-approach

suggested in their article.
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Figure 1
Schematic comparison of different refinement protocols. (a) LS refinement of a complete model; LS refinement of an incomplete model may fail. (b) ML
refinement of an incomplete model with the parameters estimated from the test (free) data set. (c) Free-kick ML refinement (Pražnikar & Turk, 2014);
their current protocol uses the work set and not the full set of amplitudes – this is due to validation purposes only and not due to refinement
requirements.
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